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Abstract—This letter considers online optimal motion
planning of an autonomous agent subject to linear tem-
poral logic (LTL) constraints. Since user-specified tasks
may not be fully realized (i.e., partially infeasible) in a com-
plex environment, this letter considers hard and soft LTL
constraints, where hard constraints enforce safety require-
ments (e.g., avoid obstacles) while soft constraints repre-
sent tasks that can be relaxed to not strictly follow user
specifications. The motion planning of the agent is to gen-
erate trajectories, in decreasing order of priority, to 1) guar-
antee the satisfaction of safety constraints; 2) mostly fulfill
soft constraints (i.e., minimize the violation cost if desired
tasks are partially infeasible); 3) locally optimize rewards
collection over a finite horizon. To achieve these objectives,
receding horizon control is synthesized with an LTL formula
to maximize the accumulated utilities over a finite horizon,
while ensuring that safety constraints are fully satisfied and
soft constraints are mostly satisfied. Simulation and exper-
iment results are provided to demonstrate the effectiveness
of the developed motion strategy.

Index Terms—Linear temporal logic, receding horizon
control, motion planning.

I. INTRODUCTION

AUTONOMOUS agents are desired to perform various
user-specific missions. Since the operating environment

is often complex, e.g., dynamic and not fully known a priori, the
user-specified missions can be partially infeasible. Therefore,
this letter considers online motion planning of an autonomous
agent that can handle complex missions and environments.

Motion planning with LTL specifications has generated sub-
stantial interest (see [1]–[3] to name a few). When addressing
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dynamic environments, receding horizon control has been inte-
grated with LTL specifications in various applications. For
instance, the motion planning of a vehicle in an urban-like
environment was considered in [4] and LTL-based receding
horizon motion planning was developed in [5]. Other represen-
tative results include [6]–[10]. However, the aforementioned
results rely on a key assumption that the task is feasible in
the operating environment. In practice, this assumption can
be restrictive. For instance, the agent can be tasked to visit a
sequence of areas of interest, where some of them may not
be reachable (e.g., surrounded by water that the ground robot
cannot traverse). LTL constraints that cannot be fully satisfied
are often relaxed to allow the tasks to be fulfilled as much
as possible. In [11], a least-violating control strategy for finite
LTL was developed to allow potentially infeasible tasks within
a partially known workspace. In [12], sampling-based algo-
rithm for minimum violation motion planning was developed.
In [13] and [14], partial satisfaction of Co-safe LTL speci-
fications was considered to deal with uncertain environment.
These strategies were further extended in [1] for motion plan-
ning of service robots. However, only finite horizon motion
planning was considered in the works of [1], [11]–[14]. When
considering infinite horizon motion planning, the minimal revi-
sion problem was considered in [15] and [16] with the goal of
making the revised motion planning close to the original LTL.
In [17], cooperative control synthesis of multi-agent systems
was considered in a partially known environment to maximize
the satisfaction of the specified LTL constraints. However, [15]
and [16] focus on the single objective of minimal revision to
the original LTL and [17] optimizes the static cost (shortest
path) via graph-based methods, without considering motion
planning with respect to time-varying optimization objec-
tives (e.g., reward collection). It is not yet understood how
user-specific missions can be successfully managed to solve
optimization problems with time-varying parameters under a
dynamic environment, where desired tasks can be partially
infeasible.

This letter considers control synthesis of an agent operating
in a complex environment with dynamic properties and time-
varying areas of interest that can only be observed locally,
wherein use-specified tasks might not be fully feasible. To
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address this challenge, we consider hard and soft LTL con-
straints, where hard constraints enforce safety requirements
(e.g., avoid obstacles) while soft constraints represents tasks
that can be relaxed to not strictly follow user-specifications if
the environment does not permit. A relaxed product automaton
is constructed, which allows the agent to not strictly follow
the desired LTL constraints. A utility function composed of
the violation cost and the accumulated rewards is developed,
where the violation cost is designed to quantify the differences
between the revised and the desired motion plan. RHC is syn-
thesized with an LTL formula to ensure, in decreasing orders,
that 1) hard constraints are fully satisfied, 2) soft constraints
are mostly satisfied, and 3) the collection of time-varying
rewards is locally optimized in finite horizon. This letter is
closely related to [5]. However, we extend the approach in [5]
by considering partially infeasible tasks where the energy
function is redesigned to take into account the violation cost
of the revised path to the desired path. In addition, rigorous
analysis is provided, showing the correctness of the produced
infinite trajectory and the recursive feasibility of RHC-based
motion planning. It’s also shown the computational complex-
ity in automaton update is reduced. Simulation and experiment
results are provided to demonstrate its effectiveness.

II. PRELIMINARIES

An LTL formula can be translated to a nondeterministic
Büchi automaton (NBA).

Definition 1: An NBA is a tuple B = (S, S0,Δ,�,F),
where S is a finite set of states; S0 ⊆ S is the set of ini-
tial states; � ⊆ 2� is the input alphabet; Δ : S × � � 2S

is the transition function; and F ⊆ S is the set of accepting
states.

Given a sequence of input σ = σ0σ1σ2 . . . over �, a run of
B generated by σ is an infinite sequence s = s0s1s2 · · · where
s0 ∈ S0, and si+1 ∈ Δ(si, σi) for each i > 0. If the input σ can
generate at least one run s that intersects the accepting states
F infinitely many times, B is said to accept σ . Let Bφ denote
the NBA generated from the LTL formula φ [18].

A dynamical system with finite states evolving determin-
istically under control inputs can be modeled by a weighted
finite deterministic transition system (DTS) [19].

Definition 2: A weighted finite (DTS) is a tuple T =
(Q, q0, δ,�, L, ω), where Q is a finite set of states; q0 ∈ Q is
the initial state; δ ⊆ Q × Q is the state transitions; � is the
finite set of atomic propositions; L : Q � 2� is the labeling
function; and ω : δ � R

+ is the weight function.
A path of T is an infinite sequence q = q0q1 . . . where

qi ∈ Q and (qi, qi+1) ∈ δ for i ≥ 0. A path q over T gen-
erates an output sequence σ = σ0σ1 . . . where σi = L(qi)

for i ≥ 0. The strategy that generates the path q is referred
to as the controller in this letter. Let Rk(q) denote the time-
varying reward associated with a state q at time k. The reward
represents the event of dynamic interest in the environment.1

1Local sensing rewards are considered in this letter. Other types of rewards,
such as in trajectory optimization [20], information gathering [21], and local
tasks [6], are also applicable.

Fig. 1. (a) Example of a partitioned operating environment, where the
shaded area around the vehicle indicates its local sensing. (b) The cor-
responding abstracted grid-like graph of (a), where the size of green
dots is proportional to their reward values and the red dot represents
the vehicle.

Given a trajectory qk = q0q1 . . . qn, the accumulated reward
is Rk(q) =∑i=1

n Rk(qi).

Given the defined NBA and DTS, a standard weighted
product automaton can be constructed as P̃ = T × B =
{PP̃ , PP̃0, LP̃ ,ΔP̃ ,FP̃ , ωP̃ }, where PP̃ is the set of states;
PP̃0 is the set of initial states; LP̃ is a labeling function; ΔP̃
is the set of transitions; FP̃ is the set of accepting states;
ωP̃ : ΔP̃ � R

+ is the weight function. A detailed treatment
can be found in [19] and [22].

III. PROBLEM FORMULATION

To illustrate the proposed control synthesis, the following
example will be used as a running example throughout this
letter.

Example 1: Consider a robot operating in an environment
abstracted to a labeled grid-like graph G = (V, E,�), where
the node set V represents the partitioned areas, the edge set
E indicates possible transitions, and the atomic propositions
� = {Base,Supply,Report,Obstacle,Survey} indi-
cate the labeled properties of the areas, as shown in Fig. 1.
The robot motion in the environment is then represented by the
finite DTS T in Def. 2 evolving over G, where Q represents
the node set V , and the possible transitions δ are captured by
the edge set E . The environment is assumed to be only partially
known to the robot, i.e., the robot may know the static desti-
nations to visit but not the obstacles it may encounter during
mission operation. The environment is dynamic in the sense
of containing dynamic obstacles and time-varying rewards.
The time-varying reward Rk(q) ∈ R

+ is given at each step.
It is further assumed that the robot can only detect obsta-
cles, observe rewards, and sense node labels within a local
area around itself. As an example application, the robot is
required to complete the given LTL task, while maximizing
the collected rewards. In this case, the LTL task is specified
as φ = φh∧φs, where the hard constraint φh requires collision
avoidance and the soft constraint φs requires to visit a set of
stations respectively. More details about the problem scenario
can be found in [22].

Given that the time-varying reward Rk(qi), ∀i = 1, . . . , N
associated with each state in DTS is unknown a priori and
can only be locally observed, the motion planning problem in
this letter is presented as follows.
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Problem 1: Given a deterministic transition system T , and
a user-specified LTL formula φ = φh∧φs, the control objective
is to design an online planning strategy, in decreasing order of
priority, that 1) φh is fully satisfied; 2) φs is fulfilled as much as
possible if the task is not feasible; and 3) rewards collection
at each time-step is maximized over a finite horizon during
mission operation.

In Problem 1, by saying to fulfill φs as much as possible, we
mean to minimize the violation of φs, which will be formally
defined in Section IV-A.

IV. RELAXED AUTOMATON AND ENERGY FUNCTION

Section IV-A discusses how φs can be relaxed to allow
motion revision and how the violation of φs can be quan-
tified. Section IV-B describes the construction of an energy
function that enforces the satisfaction of accepting condi-
tions. Section IV-C presents how local sensing can be used
to update the robot’s knowledge about the environment to
facilitate motion revision.

A. Relaxed LTL Specifications

An LTL specification φ is feasible on P̃ if and only if there
exists an accepting run for P̃ . Standard model checking meth-
ods on P̃ are based on the assumption that the given LTL task
is feasible, which may not be always true in practice. This sec-
tion presents the construction of relaxed product automaton to
enable online motion planning, if partial tasks are infeasible.
Let Bh = (Sh, Sh0,Δh, �h,Fh) and Bs = (Ss, Ss0,Δs, �s,Fs)

denote the NBA corresponding to φh and φs, respectively. The
relaxed product automaton for φ = φh ∧ φs is constructed as
follows.

Definition 3 (Relaxed Product Automaton): Given a
weighted DTS T and the NBA Bh and Bs, the relaxed prod-
uct automaton P = T × Bh × Bs is defined as a tuple
P = {SP , SP0, LP ,ΔP ,FP , hP : , vP , ωP }, where SP =
Q × Sh × Ss is the set of states, e.g., sP = (q, sh, ss) and
s′P = (q′, s′h, s′s) where sP , s′P ∈ SP ; SP0 = {q0} × Sh0 × Ss0

is the set of initial states; LP : SP → 2� is a labeling func-
tion, i.e., LP (sP ) = L(q); ΔP ⊆ SP × SP is the set of
transitions., defined by ((q, sh, ss), (q′, s′h, s′s)) ∈ ΔP if and
only if (q, q′) ∈ δ, ∃lh ∈ 2�h , and ∃ls ∈ 2�s such that
s′h ∈ Δ(sh, lh) and s′s ∈ Δ(ss, ls); ωP : ΔP → R

+ is the
weight function; hP : ΔP → {0,∞} is the violation measure-
ment of the hard constraint Bh such that, for each transition
((q, sh, ss), (q, s′h, s′s)) ∈ ΔP , hP ((q, sh, ss), (q, s′h, s′s)) = 0 if
s′h ∈ Δ(sh, L(q)), and ∞ otherwise; vP : ΔP → R

+ is the
violation function; FP = Q×Fh ×Fs is the set of accepting
states.

The major difference between P̃ and P is that, for any
two states sP = (q, sh, ss) and s′P = (q′, s′h, s′s), the con-
straints s′h ∈ Δ(sh, L(q)) and s′s ∈ Δ(ss, L(q)) in P̃ are relaxed
in P as defined above. Consequently, P is more connected
than P̃ in terms of possible transitions, which will reduce
the computational complexity during automaton update (see
Section IV-C). Any transition ((q, sh, ss), (q, s′h, s′s)) ∈ ΔP
that violates the hard constraint will have a infinite viola-
tion hP (((q, sh, ss), (q, s′h, s′s))). To identify trajectories that

violate the original φs the least when the environment is infea-
sible, vP is designed to quantify the violation cost. Suppose
that � = {α1, α2 . . . αM} and consider an evaluation func-
tion Eval : 2�

� {0, 1}M , where Eval(l) = (vi)
M with vi = 1

if αi ∈ l and vi = 0 if αi /∈ l, where i = 1, 2, . . . , M
and l ∈ 2�. To quantify the difference between two ele-
ments in 2�, consider ρ(l, l′) = ‖v − v′‖1 = ∑M

i=1 |vi − v′i|,
where v = Eval(l), v′ = Eval(l′), l, l′ ∈ 2�, and ‖ · ‖1 is
the l1 norm. The distance from l ∈ 2� to a set X ⊆ 2�

is then defined as Dist(l,X ) = minl′∈X ρ(l, l′) if l /∈ X ,
and Dist(l,X ) = 0 otherwise. Now the violation cost of
the transition from sP = (q, sh, ss) to s′P = (q′, s′h, s′s)
can be defined as vP (sP , s′P ) = Dist(L(q),X (ss, s′s)), where
X (ss, s′s) = {l ∈ 2�|s′s ∈ Δ(ss, l).} is the set of input alphabets
that enables the transition from ss to s′s. Hence, the violation
cost vP (sP , s′P ) quantifies how much the transition from sP
to s′P in P violates the constraints imposed by φs.

Based on the defined vP (sP , s′P ), we design the weight
function ωP (sP , s′P ) = hP (sP , s′P )+ω(q, q′)+β ·vP (sP , s′P ),
where β ∈ R

+ indicates the relative penalty. A larger β tends
to bias the selection of trajectories with less violation cost. The
weight function ω(q, q′) is defined on the Euclidean distance
between q and q′ on T , which measures the implementa-
tion cost of the transition from q to q′. Since each transition
(sPk , sPk+1) ∈ ΔP is associated with a weight in Def. 3, the
total weight of a trajectory sP is

W(sP ) =
n−1∑

k=1

(
hP

(
sPk , sPk+1

)
+ ω(qk, qk+1)

+ β · vP
(

sPk , sPk+1

))
. (1)

Theorem 1: Given an accepting run sP =
(q0, sh0, ss0)(q1, sh1, ss1) . . . of P for φ = φh ∧ φs, the
hard constraints φh will always be satisfied if W(sP ) 
= ∞.

Due to space limitation, see [22] for the proof of Theorem 1.
Theorem 1 indicates that any accepting run of P can guarantee
that the hard constraints φh are satisfied by selecting the run
with finite total cost in (1). An accepting run sP is valid if and
only if it satisfies φh. In (1), the term

∑n−1
k=1 β · vP (sP , s′P )

measures the violation of φs. Hence, a valid accepting run sP
fulfills φs as much as possible, if the violation of φs can be
minimized.

B. Energy Function

Analogous to Lyapunov theory, where the convergence of
the system states to equilibrium points is indicated by a
decreasing Lyapunov function, a Lyapunov-like energy func-
tion is designed in this section to enforce the acceptance
condition of an automaton by requiring the distance to the
accepting states to decrease as the system evolves. Based
on (1), d(sPi , sPj ) = minsP∈D(sPi ,sPj )W(sP ) is the shortest path

from sPi to sPj , where D(sPi , sPj ) is the set of all trajectories.
Given P(SP ,ΔP ) , the graph induced from P(SP ,ΔP ) by

neglecting the weight of each transition is denoted by
G(SP ,ΔP ). The largest self-reachable subset of the accepting
set FP is defined as F∗ such that there exists a path in
P connecting any two pairs of states in F∗. The set F∗
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can be constructed by following similar procedures in [5] by
neglecting the cost of hP .

Definition 4 (Energy Function): For sP ∈ SP , the energy
function J(sP ) is designed as

J(sP ) =
{

min
s′P∈F∗

d
(
sP , s′P

)
if sP /∈ F∗,

0 if sP ∈ F∗.
(2)

The design of J(sP ) in (4) is inspired by [5]. Different
from [5], we adapt it to the relaxed product automaton by
taking into account the distance from the states to the largest
self-reachable subset F∗ of the relaxed product automaton.
Since ωP is positive by definition, d(sP , s′P ) > 0 for all
sP , s′P ∈ SP , which implies that J(sP ) ≥ 0. Particularly,
J(sP ) = 0 if sP ∈ F∗. If a state in F∗ is reachable from
sP , then J(sP ) 
= ∞, otherwise J(sP ) = ∞. Hence, J(sP )

indicates the minimum distance from sP to F∗.
Theorem 2: For the energy function designed in (2), if a

trajectory sP = sP1 sP2 . . . sPn is accepting, there is no state sPi ,
∀i = 1, . . . , n, with J(sPi ) = ∞, and all accepting states in
sP are in the set F∗ with energy 0. In addition, for any state
sP ∈ SP with sP /∈ F∗ and J(sP ) 
= ∞, there exists at least
one state s′P with (sP , s′P ) ∈ ΔP such that J(s′P ) < J(sP ).

See [22] for the proof. Theorem 2 indicates that, as long as
the energy function keeps decreasing, the generated trajectory
will eventually satisfy the accepting conditions in Def. 3. As
a result, the designed energy function can be used to enforce
the accepting condition of P .

C. Automaton Update

Since the environment is only partially known, this sec-
tion describes how the real-time information sensed by the
robot during the runtime can be used to update the system
model to facilitate motion planning. The robot starts with
an initial, possibly imprecise, knowledge about the environ-
ment. A potential cause of infeasible task specifications is
the imprecise state labels. Due to limited local sensing capa-
bility, let QN denote the set of sensible neighboring states
and let �sP� = {sP = (q, sh, ss)|q ∈ QN} denote a class
of sP sharing the same neighboring states. Specifically, let
Info(sP ) = {LP (s′P )|s′P ∈ Sense(sP )} denote the newly
observed labels of s′P that are different from the current knowl-
edge, where Sense(sP ) represents a local set of states that can
be sensed by the robot at sP . If the sensed labels LP (s′P ) are
consistent with the current knowledge of s′P , Info(sP ) = ∅.
Otherwise, the properties of s′P need to be updated.

Let J(�sP�) ∈ R
|�sP�| denote the stacked J for all sP ∈

�sP�. For i, j = 1, . . . |SP |, let HP ∈ R
|SP |×|SP | denote a

matrix where the (i, j)th entry of HP represents hP (sPi , sPj )

and let VP ∈ R
|SP |×|SP | denote a matrix where the (i, j)th

entry of VP represents the violation cost vP (sPi , sPj ). The
terms J , HP and VP are initialized from the initial knowl-
edge of the environment. Algorithm 1 outlines how HP , VP ,
and J are updated based on the locally sensed information
to facilitate motion planning in line 2-10. At each step, if
Info(sP ) 
= ∅, the energy function J for each states of �sP� is
updated by Algorithm 1.

Algorithm 1 Automaton Update
1: procedure INPUT: ( the current state sP =

(
q, sh, ss

)
, the current J

(
�sP�

)
, F∗, and

Info
(
sP

)
)

Output: the updated J′
2: if Info

(
sP

) 
= ∅ then

3: for all s′P =
(

q′, s′h, s′s
)
∈ Sense

(
sP

)
such that LP

(
s′P

)
∈ Info

(
sP

)
do

4: for all ŝ′P such that (s′P , ŝ′P ) ∈ ΔP do

5: Update the labels of LP
(

s′P
)

according to L
(
q′);

6: Update hard constraint measurement hP
(

sP , s′P
)

to obtain H′P ;

7: Update the violation cost vP
(

sP , s′P
)

to obtain V′P ;

8: end for
9: end for

10: Update J
(
�sP�

)
based on (2);

11: end if
12: end procedure

Lemma 1: The largest self-reachable set F∗ remains the
same during the automaton update in Algorithm 1.

Proof: By neglecting the cost of transitions in Section IV-B,
the relaxed product automaton P(SP ,ΔP ) can be treated as a
directed graph G(SP ,ΔP ). By Def.3, Alg. 1 only updates the
cost of each transition. As a result, the topological structure
of G(SP ,ΔP ) and its corresponding F∗ remain the same.

The construction of F∗ in [5] involves the computation of
d(sP , s′P ) for all s′P ∈ FP and the check of terminal condi-
tions, leading to the computational complexity of O(|FP |3 +
|SP |2 × |FP |2 + |FP |). In contrast, Lemma 1 indicates that
F∗ in this letter only needs to be updated whenever newly
sensed information different from its knowledge is obtained,
which reduces the complexity. In the worst case, the complex-
ity is |QN |. Instead of computing the whole relaxed product
automaton, Algorithm 1 only updates partial information of
the systems.

V. CONTROL SYNTHESIS OF LTL MOTION PLANNING

A. Receding Horizon Control

The general idea of RHC is to generate a predicted optimal
trajectory at each time step by solving an online optimization
problem to maximize a utility function over a finite horizon
N. With only the first predicted step applied, the optimization
problem is repeatedly solved to predict optimal trajecto-
ries. Specifically, based on the current state sPk , let s̄Pk =
sP1|ksP2|k . . . sPN|k denote a predicted trajectory of horizon N at
time k from sPk , where the ith predicted state sPi|k ∈ SP
satisfies (sPi|k, sPi+1|k) ∈ ΔP for all i = 1, . . . , N − 1, and
(sPk , sP1|k) ∈ ΔP . Let Path(sPk , N) be the set of trajectories
of horizon N generated from sPk . Note that a predicted tra-
jectory s̄Pk ∈ Path(sPk , N) can uniquely project to a path
γT (s̄Pk ) = q = q1 · · · qN on T , where γT (sPi|k) = qi,
∀i = 1, . . . , N. The finite horizon N is selected based on the
robot’s local sensing such that the labels LP (qi) and the reward
Rk(qi), ∀i = 1, . . . , N, are all observable by the robot at time
k. The accumulated reward along the predicted trajectory s̄Pk
is R(γT (s̄Pk )) =∑N

i=1Rk(γT (sPi|k)).
Once a predicted step k of RHC is implemented, the hard

and soft violation cost induced from the current state sPk to
the next predicted step sP1|k are considered, i.e., hP (sPk , sP1|k)
and V(sPk ) = β · vP (sPk , sP1|k). The utility function of RHC is
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then designed as

U
(

s̄Pk
)
= −hP

(
sPk , sP1|k

)
+ R

(
γT

(
s̄Pk

))
min

{
e−κV

(
sPk

)

, 1
}

(3)

where κ ∈ R
+ is a tuning parameter indicating how aggres-

sively a predicted path is penalized by violating the soft task
constraints and the non-zero violation V(sPk ) in (3) would
enforce the decrease of U(s̄Pk ). If hP (sPk , sP1|k) = ∞, it indi-

cates that U(s̄Pk ) is negative infinite. By applying a larger κ

optimizing U(s̄Pk ) tends to bias the selection of paths towards
the objectives, in the decreasing order, of 1) hard task φh sat-
isfaction, 2) fulfilling soft task φh as much as possible, and
3) time-varying rewards locally optimization.

Since maximizing U(s̄Pk ) alone cannot guarantee the satis-
faction of the acceptance condition of P , energy function the
energy function based constraints are incorporated. We first
select initial states from SP0 that can reach the set F∗. The
RHC executing on SP0 is designed as

s̄P0,opt = arg max
s̄P0 ∈Path

(
sP0 ,N

)
U

(
s̄P0

)

subject to : J
(

sP0
)

<∞. (4)

The constraint J(sP0 ) < ∞ in (4) is critical, since a bounded
energy J(sP0 ) guarantees the existence of a satisfying trajec-
tory from sP0 over P . According to the working principle of
RHC, the first element of the optimal trajectory s̄P∗ can be
determined as sP∗0 = sP1|0,opt, where sP1|0,opt is the first element

of s̄P0,opt obtained from (4).
After determining the initial state sP∗0 , RHC will be

employed repeatedly to determine the optimal states sP∗k for
k = 1, 2, . . .. At each time instant k, a predicted optimal trajec-
tory s̄Pk,opt = sP1|k,opts

P
2|k,opt . . . sPN|k,opt will be constructed based

on sP∗k−1 and s̄Pk−1,opt obtained at the previous time k− 1. Note

that only sP1|k,opt will be applied at time k, i.e., sP∗k = sP1|k,opt,

which will then be used with s̄Pk,opt to generate s̄Pk+1,opt.

Theorem 3: For each time k = 1, 2 . . ., provided sP∗k−1 and
s̄Pk−1,opt from previous time step, consider a receding horizon
control (RHC)

s̄Pk,opt = arg max
s̄Pk ∈Path

(
sP∗k−1,N

)
U

(
s̄Pk

)
(5)

subject to the following constraints:
1) J(sPN|k) < J(sPN|k−1,opt) if J(sP∗k−1) > 0 and J(sPi|k−1,opt) 
=

0 for all i = 1, . . . , N;
2) J(sP

i0(sPk−1,opt)−1|k) = 0 if J(sP∗k−1) > 0 and J(sPi|k−1,opt) =
0 for some i = 1, . . . , N;

3) J(sPN|k) <∞ if J(sP∗k−1) = 0.
Applying sP∗k = sP1|k,opt at each time k, the optimal trajec-

tory s̄P∗ = sP∗0 sP∗1 . . . is guaranteed to satisfy the acceptance
condition of P .

See more details in [22] for the proof. Analogous to the
analysis in [5], the energy function based constraints (5) in
Theorem 3 ensure that s̄P∗ = sP∗0 sP∗1 . . . intersects the accept-
ing states FP infinitely, resulting in the satisfaction of the

Algorithm 2 Control Synthesis of LTL Online Motion
Planning
1: procedure INPUT:(The DTS T = {

Q, q0, δ, �, L, ω
}

and the NBA Bh,Bs
corresponding to the user-specified LTL formula φ = φh ∧ φs )

Output: The trajectory s̄P∗ = sP∗0 sP∗1 . . .

Off-line Execution:
2: Construct the relaxed product automaton P = T ×Bh ×Bs
3: Construct F∗, and initialize HP , VP and J

online Execution:
4: if ∃sP0 ∈ SP0 , J

(
sP0

)
<∞ then

5: Solve (4) for s̄P0,opt
6: sP∗0 = sP1|0,opt and k← 1
7: while k > 0 do
8: Apply automaton update at sP∗k−1 in Algorithm 1 based on local sensing

9: Locally observe rewards Rk

(
γT

(
sP∗k−1

))

10: Solve (5) for s̄Pk,opt
11: Implement corresponding transitions on P and T
12: sP∗k = sP1|k,opt and k← k + 1

13: end while
14: else
15: There does not exist an accepting run from initial states;
16: end if
17: end procedure

acceptance condition of P . If the RHC yields an negative infi-
nite utility, the hard constraint is violated and the robot fails
to accomplish the task. In this letter, we assume φh is always
feasible.

B. Control Synthesis

The control synthesis of the LTL online motion planning
strategy is outlined in Algorithm 2. In Lines 1-3, an off-line
computation is first performed over P to obtain an initial J
and an initial violation cost VP . At time k = 0, the reced-
ing horizon control (4) is applied to determine sP∗0 in Lines
4-7. Due to the dynamic and uncertain nature of the environ-
ment, Algorithm 1 is applied at each time k > 0 to update
J(�sP�) and VP based on local sensing in Lines 9-10. The
RHC (5) is then employed based on the previously determined
sP∗k−1 to generate s̄Pk,opt, where the next state is determined as
sP∗k = sP1|k,opt in Lines 11-12. The transition from sP∗k−1 to sP∗k
is then immediately applied on P , which corresponds to the
movement of the robot at time k from γT (sP∗k−1) to γT (sP∗k ) on
T in Line 13. Repeating the process can generate a trajectory
s̄P∗ = sP∗0 sP∗1 . . . that optimizes the utilities while satisfying
the acceptance condition of P . If J(sP0 ) = ∞, there exists no
trajectory that satisfies φh in Line 17.

Theorem 4 (Correctness of Algorithm 2): Given a weighted
DTS T = {Q, q0, δ,�, L, ω} and Bh and Bs corresponding to
φh and φs, respectively, if there exists an initial state sP0 ∈ SP0

with J(sP0 ) < ∞, the trajectory generated by Algorithm 2 is
guaranteed to satisfy the acceptance condition of P .

If J(sPk ) < ∞, it indicates there exists a run satisfying
φh and the violation cost −hP (sPk , sP1|k) in RHC ensures the
satisfaction of φh since only the first predicted step is applied.

Corollary 1: Given a weighted DTS T =
{Q, q0, δ,�, L, ω}, Bh and Bs, if ϕs is feasible, the solution
of Algorithm 2 fully satisfies the task ϕ = ϕh ∧ ϕs exactly
with κ in (3) selected sufficiently large.

See [22] for the proof of Theorem 4 and Corollary 1.
Since the off-line execution involves the computation of

P , F∗, the initial J, and the initial VP , its complexity is

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on December 19,2020 at 06:51:14 UTC from IEEE Xplore.  Restrictions apply. 



1284 IEEE CONTROL SYSTEMS LETTERS, VOL. 5, NO. 4, OCTOBER 2021

Fig. 2. The robot trajectories in feasible and infeasible cases of φs ,
respectively. In (a), the environment is fully feasible from t = 1s to
t = 45s, and the robot successfully completes the desired task. In (b),
the environment is infeasible from t = 140s to t = 190s, where yellow
circles do not exist. The robot revises its motion to only sequentially visit
Base, Supply, and Report stations. In both (a) and (b), the planned path
maximizes the reward collection in a receding horizon manner.

O(|FP |3 + |SP |2 × |FP |2 + |FP |). For online execution,
since F∗ remains the same from Lemma 1, the worst case
of Algorithm 1 requires |�sP�| runs of Dijkstra’s algorithm.
Therefore, the complexity of Algorithm 1 is at most O(|N1|×
|SP |+|SP |). In Algorithm 2, the complexity of recursive com-
putation at each time step is bounded by |�δ|N , where N is the
selected horizon in RHC. Overall, the maximum complexity
of the online portion of RHC is O(|N1| × |S| + |SP | + |�δ|N).

VI. CASE STUDIES

Due to space limitation, detailed simulation and experi-
ment results can be found in [22]. The considered LTL task
is φ = φh ∧ φs, where φh = �¬Obstacle is translated
to a Büchi Automaton Bh via LTL2BA [23] with |Sh| = 1.
In simulation, the soft task of the robot is designed as
φs = �♦Base ∧ �(Base → ©(¬Base ∪ Survey)) ∧
�(Survey → ©(¬Survey ∪ Report)) ∧ �(Report →
©(¬Report ∪ Supply)). In English, φ means the robot
needs to always avoid Obstacle while repeatedly and
sequentially visiting Base, Survey, Report, and Supply.
Figs. 2 (a) and (b) show the trajectories of the robot in the
feasible and infeasible φs, respectively. The scalability of the
proposed motion planning strategy is analyzed [22]. The sim-
ulation video is provided.2 Besides simulation, experiments
were also performed on a mobile robot, Khepera IV, to ver-
ify the developed control strategy. The experiment video is
provided.3

VII. CONCLUSION

An RHC-based online motion planning strategy is
developed to maximize reward collection while consider-
ing hard and soft LTL constraints. Since different costs
and rewards are mixed in the utility function, resulting in
challenges to tune parameters, additional work will also con-
sider reformulating the utility function into a multi-objective
optimization problem and leverage advanced learning methods
to address it.

2https://www.youtube.com/watch?v=RyRnKXDDH5U&t=30s
3https://youtu.be/16j6TmVUrTk
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automata translation: Fast and more deterministic,” in Proc. Int. Conf.
Tools Algorithm Construct. Anal. Syst., 2012, pp. 95–109.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on December 19,2020 at 06:51:14 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1109/TAC.2020.3006967


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


